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I. INTRODUCTION

Recognizing the relationship between poilcies and

mechanisms has been a problem in tte specification and

desiwn of many computer systems. What Is needed is a simple

methodology for assessing the suitability of a protection

mechanism to enforce a non-discretionary security policy.

Such a methodology, based upon the entity-relationship model

and desimned with validation of security enforcement as Its

primary objective, is presented.

Defined as the assienment technique, this mathematically

oriented methodology establishes a relationship between the

information sensitivities of the systems entities

(partitioned according to the policy constraints), to

dominance domains (inherently established by a mechanism).

The assignment technique provides a means for mecnanism

sufficiency validation, since the results of the assignment

can be evaluated to determine wnetner tne constraints of the

policy are met.

Mechanisms are defined as procedural specifications that

prevent the occurrence of operations. Protection mechanisms,

then control a subject's access to an object, by adherinw to

some procedural specification of access rules. Policies,

however, are henerally stated in a non-procedural form. This
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leads to a problem in translating policies into mechanisms,

and in verifyin, the accuracy of this translation.

Only non-discretionary security policies are discussed

in detail. Such policies, however, are extremely important

when dealing wita protection of business information as well

as National Security. Computer systems desiwned to provide

Command, Control and Communications must rely upon effective

non-discretionary security if they are to be of any value to

National Defense [1J. Compromise and subversion policies [2J

precisely define the requirements, but the suitability of a

protection mechanism to meet these requirements is not

always apparent. A theoretical foundation from which this

suitability may be simply and readily derived is

established.

A. BACKGROUND

Non-discretionary policies for the security of sensitive

information have existed throueftout the annals of history.

The basis of these policies lies in a subject (i.e., an

active entity) beine prohibited modification or observation

of an object (i.e., a repository for information or Inactive

entity) based upon the subject's membership in a specified

croup. This vroupinR is established external to the system

in which it will be used.

The first computer systems dealt with the problem of

security by establishing physical protection perimeters.

9



Walls, locts and marines with rifles provided the

environment necessary for system security. This was an

acceptable procedure because there were relatively few users

of tfe system and eacn user was trustea not to violate tne

security policies. Security was an issue external to tne

computer Itself.

However, as computer tecnnology became more

sophisticated, user expectations increased. Policy-maers

established security policies and expected tneir macnines to

adhere to tbem without exception. The security perimeters

that had been established external to tne computer, were now

to be established internally.

Tnis led to tvo fields of research. One group, tne

experimentalists, attempted to design inteniously contrived

mecnanisms with little or no concern for tae policies wnicn

their ,mechanism would support. Mathematicians, on the other

hand, set about tne task of modeling policies in a fasnion

that would establisn a foundatio'n for the procedural

specification of protection mechanisms. The relationship

between these models and the mechanisms was not always

clear.

WVat Is needed, and what is presented nere, Is a simple,

complete and consistent means of establishline that a

mecnanism actually enforces the policy-makers'

specifications. This is done by first eivine the

policy-mater a tool to precisely describe his policy and

10



then giving the systems designers and analysts a teennique

to evaluate the sufficiency of their mechanism to support

this policy.

A careful examination of the fundamental nature of

non-discretionary security policies and protection

mechanisms is made. This examination is based largely upon

the findinrs of research associated vita security kernel

tecnnology (3J. The results of this examination snow what It

Is about mechanisms that actually provides the protection

and what protection is actually provided. In so doln,', a

theoretical mathematical foundation is establisted from

which the science of secure computation may proceed to meet

the requirements of the policy-maker in a simple, elegant

and efficient manner.

B. RELATED WORK

Research in establishin the suitability of protection

mechanisms to meet non-discretionary security policies Is

practically non-existent. Protection mecnanls.s are usually

presented in an Informal manner with implementation details

dominating the discussion (41. Policies, on the other tand,

are generated by persons who rarely give consideration to

the implementation of these policies In a computer system.

Tne disparity between tnese two groups nas led to little

research in methodologies for bridging the broad gap between
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security policies and protection mecnaniss, an! even less

results.

The notion of domains originated with Dennis and Van

Horn [5J and tneir concept of spneres of protection. Tnis

idea was improved upon by Lampson [6,7] ono coined the term

"domain" and noted tne usefulness of domains as a conceptual

tool for understanding protection mechanisms. Scnroeder [HJ

made use of tnese ideas to design a protection mecnanisn

that would allow mutually suspicious subsystems to cooperate

in a sinle computation.

Poper (9j modeled tne nature of access control witn nis

restriction craphs. Bell and LaPadula 110] made a

significant contribution when they identified a mathematical

framework within which to deal with the problems of secure

computer systems. Tneir wort was based upon general systems

theory and finite state automata. Furteir [1ii estatlished a

similar, less tnown, matnematical framewori based upon tne

theory of constraints. The Bell and LaPaaula work was

followed by Walters [12J development of a lattice model for

security policies. This model was refined and later

popularized by DenninR (131 such that today, nearly all

practical policies nave been recognized as lattice policies.

Saltzer and Schroeder 114] presented a tutorial on the

basic principles of protection in computer systems. Conen

[15,] however, provides a far more rieorous discussion of

protection mecnanisms while Groans' (161 research provides



considerable insight into a number of details regarding

access relations.

Mucn of this early work was directed towards the

solution of the computer security problem In National

Defense [12,17]. As such, tne autnors rarely discused the

motivation for their efforts. It was Schell 111, however,

wno dramatically described tne Importance of tne computer

security in a modern electronic environment. Recognition of

tne significance of this problem motivated tne researcn

reported here.

C. ORGANIZATION

The relationship between security policies and

protection mechanisms is not obvious. In order to explore

this relationship, one must clarify tne meaning of security

and protection. Only by .methodically examinine each and

every pertinent principle can one dope to establish a

mathematical framework which unifies the security policy

issues wita the protection mecnanisMs' design.

The nature of non-discretionary security policies is

considered first. The meaning of access relations is

explored and commonly known policies are discussed.

Next, a formalized notion of domains is presented. A

succinct mathematical definition of a domain is offered. The

notion of an (access-mode) domain and dominance domains are

13



introduced as tools for precisely cnaracterizing protection

mechanisms.

Section four discusses tae tneoretical basis for

assignment. The assignment tecnnique is explained and a

means for simplifying the tne number of assignment scnemes

needed to establish the Insufficiency of a mechanism to

support some particular policy is derive.

Section five presents detailed applications of simple

assienment showine the usefulness of the assienment

tecnnique particularly witn respect to mecnanism sufficiency

validation. Section five dispeils much of the mystery ttat

surrounds tne ad noc design of secure computer systems.

Every attempt has been made to provide the reader with a

clear understandine of the principles of the assignment

technique. Readers are encouraged to question these findings

and indeed, the fundamentals upon which they are based. Only

in so aoing, can ote hope to grasp tne meaning of the

principles presented and the utility of the assign'ent

technique in establishing a foundation for secure computer

systems.



II. NON-DISCRETIONART SECURITT POLICIES

This section provides a detailed examination as to tne

nature of non-discretionary security policies after first

discussing several pertinent concepts concerning policies in

general. Some of tne issues presented may appear to confuse

policy Issues witn mecnanism Issues. Hopefully, tnis

confusion will be resolved as the reader obtains a thorough

understanding of tne Inherently isomorpnic nature Of

policies and mechanisms, as substantiated in the ensuing

discussion.

A. THE NATURE OF & POLICT

The fundamental nature of a policy has not been clearly

established in the Computer Science field. For example,

Wulf, Cohen, Jones and others sureest that a policy is a

mechanism vnen discussing HYDRA [18J. Jones subsequently

discusses how protection mechanisms can be used to enforce

security policies [191. On the other hand, Cohen defines a

policy as a problem in his doctoral dissertation (15] but,

enumerates several protection problems associated witn one

security policy (15J. Such confusion among such a closely

related croup of computer scientists specializine in

operating system security Is by no means an Isolated

situation.

15



Snyder [20j mates note of tnis problem stating that

capability-based protection systems designers rarely

consider the security policies their system may implement.

Throughout the computer security literature, one may observe

that the nature of a policy and now it relates to tne

protection issues discussed, is often ignored. Perhaps this

Is because the nature of security policies t.emseLves, and

the suitability of protection mechanisms to meet these

policies is not clearly understood. It is the intent of this

author to address this problem. In order to do so, or.e

berins by formalizinR the notion of a policy.

A policy is a specification of benavior. Sucn a

specification constrains the activities within a system by

establisaing a distinction between acceptable and

unacceptable behavior for some set of classes establisned by

the policy. $ien dealinR with the security issue, the

classes (i.e., access classes) are simply labels wnict tie

policy uses to distincuisn between qroups of system

entities. So a security policy specifies a set of access

classes and identifies the acceptable behavior between tfe'i.

Enforcement of policies may be realized in a number of

ways. In reneral, any means of security enforcement internal

to the computer, may be considered to be a protection

mechanism. As such, implementation details are generally

irnored.

16



The term behavior generally implies tnat an active

entity is dealing wita some otner entity or entities. So one

can distinguish between two types of entities witn respect

to security policy specifications. One type is taose

entities whose benavior is being controlled. Tnese are tne

active entities within tne system and are referred to as

"subjects". The otner type is those Wito wnicn the suoject

interacts during execution that are not subjects, but rather

are simply repositories of Information [121. These are the

passive entities within the system referred to as "objects".

A process is characterized by an address space and an

execution point or state of its virtual processor. It Is

Important to note tne distinction between processes and

subjects as these two terms are often incorrectly considered

to be synonyomous. A subject is implemented as a

process-domain pair [5,7,81. One must take care not to

confuse tnese two terms.

Much confusion has been associated witt tte Issue of

policy enforcement. A policy may be completely enforced in a

system, partially enforced in a system or not enforced at

all. Partial enforcement applies only to complex policies

for vnich sub-policies can be formulated and enforced.

Partial enforcement does not imply enforcement of a poli-y

only under certain conditions, or at certain times, wnicn

is, in fact, no enforcement at all. Partial enforcement

17



refers to enforcement of a sub-policy witnin the context of

the overall pollcy.

Policies are not problems (151. Problems occur only in

the irplementation of a policy and are used to describe

pitfalls In tne enforcement of some policy of interest.

Applyine some policy to a system mares no cnanes to

tnat system at tne time of application. Tnis means tnat

policies do not initially alter the entities wit?, whit- they

deal. Rather, entities are assigned to an access class

accordine to the policy. If an entity is assizned to an

access class sucn tnat its attributes require modification,

or its relationships are invalid, or the entity Itself does

not belong witin tne system, tne system Is not in

compliance with the policy. Action may be taken later to

bring tae system into compliance, but simply associating tae

policT with the system, in effect, only labels tne system

entities.

Recognizing the nature of a policy is important if one

is interested in enforcement of polcies in computer

systems. Tnis is because tne logical nature of a computing

device dictates a lowical specification of policy. Favine

clearly described tne nature of a policy in general, one may

now examine security policies.

18



B. SECURIT! POLICIES

Security policies are zenerally erouped into two broad

classes. Non-discretionary security policies (sometimes

referred to as mandatory policies), are policies wlich tix

the classification of information sensitivities and

establisn all permissible access relations (viz., Subjects

gaining sone form of access to objects) according to these

information sensitivities. Sucn a policy is generally

considered to externally constrain wnat access is

permissible (3]. Enforcement of a policy requires that tte

sensitivity of all objects and the autnorizations of all

subjects be clearly identified.

Discretionary policies, in a sense, provide a finer

granularit7 of access control witnin tne constraints of the

non-discretionary policies of the system (3]. Autnorization

to access information and specification of source

information access classes are made outside of the computer

environment. A policy is discretionary when a sutject witl

access to an object may exercise Its discretion in making

that object available to some otner subject. As Such, tne

information sensitivity of an object is de'ided In a

discretionary or arbitrary manner. This tends to produce

"spaghetti bowl" policies where tae information

sensitivities of objects is not easy to determine. The

sensitivity of objects is constantly cnanging in an

arbitrary manner which may not be readily observable or

19
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controllable. Such policies are not practical when dealing

with many of the National refense issues. Because of tteir

li'ited utility, discretionary policies are not as

interestine as non-discretionary policies nor is their

enforcement sucn a critical issue.

Only non-discretionary security policies are examined in

tnis discussion. It is snown tnat all non-discretionary

security policies can be represented as lattice security

policies.

C. LATTICE SECURITY POLICIES

A number of non-discretionary security policies have

already been described as lattice policies (12,211. As sucn,

the precise form of the lattice structure is helpful in

understanding tae nature of tae policy [191.

A universally bounded lattice is a mathematical

structure consisting of a finite, partially ordered set for

which tnere exists precisely one least common upper element

(i.e., tne least upper bound (LUB)) and precisely one

greatest common lower element (i.e., the greatest lower

bound (WLB)) (22,23J. A partially ordered set, is a set, 0,

for which a relation, R, is applied to Q such that P is

reflexive, antisymmetric and transitive [22J. For example,

consider the set Q t 1 q 1 9 q 2 t q3 q4 } and the relation R

applied to Q such tnat q Rq2 (i.e., q Is related to q2 ty

relation R), q Rq 3, q Rq 4, q 2Rq 4, and q 3Rq 4. The relation R

20



forms a lattice on the set Q vita q 1 as tne GL.B and q4 as

the LUB.

When liscussine lattice security policies, one

recognizes tne set Q as the set of access classes

establisned by the policy. The access relation R, however,

may vary significantly from policy to policy. Tais fact is

not so well recoanized. Dennines information flow model

[131, for example, describes a flow relation, "-", defined

on pairs of access classes such that for -lasses A and 2, A

B If and only if information In class A is permitted to

flow into class B. This relatiot applies to compro"'ise and

subversion policies, for example, but is meaningless wnen

discussine prorram Integrity.

Three relations between access classes are generally

sufficient to describe the specifications or any

non-discretionary security policy. For access classes A and

B, these are :

A > B Information of access class A
is more sensitive tnan

information of access class B

A = B Information of access class A
is of the same sensitivity as
Information of access class B

& # B Information of access class A
is in no way related to

information of access class 2

The notion of sensitivity may be easily confused when

discussing several policies. Tnis is because the term tares

21



its meanine from the policy in question and cannot be

readily associated with two diverse policies. For example,

an object 0 may be > a subject S witn respect to one policy,

0 wit respect to anotner policy, and S ' 0 witn respect to

still another policy. Sensitivity, then, may not be useful

for discussing multiple policy issues. It is nowever, a

useful intuitive term for describine the lattice nature of a

policy.

This author advances the nypotnesis ttat all

non-discretionary security policies may be represented as

lattice policies. A simple argument is offered in support of

this hypothesis as a complete proof has not been developed.

Non-discretionary security policies are established

external to tne computer system environment. As sucn, tney

define some form of benavior between subjects and objects

from which the system may not deviate wittout external

authoritative approval. The system entities (i.e., the

subjects and objects) Must be clearly labeled or otterwise

ilentified with respect to the policy. Groupine tnose system

entities whose labels are identicai, one may establisn a set

of equivalence classes which completely partition the

systems- entities. One may tlint of these equivalence

classes as labeled by the access classes. Such a

partitioning, for all practical policies and systems is

finite.

22



One may then examine the relations between access

classes with respect to the policies. Enumeratina all tne

relations between access classes, one may draw a Rraph, such

as that snown in figure 1, witn nodes signifyine access

classes and arcs signifying that tne access class of tne

hither node (i.e., closer to the top of" the pace) is more

sensitive (>) than tne access class of the Lower node.

Transitive relations need not be drawn as their inclusion is

implicit and does not affect tne graph.

Figure 1. Disjoint Partially Orderel Sets and Nodes

If any cycles are discovered, In an attempt to construct

the graph, one may see that tne specification of policy is

not enforceable. That is to say, for some cycle o access

classes A > B > ... > Z > A, the information sensitivity of

so~ne access class A Is at the same time > A ani = A. This is

a paradox. Attempting to enforce such a specification is

intuitively nonsense! So if one is to nave a

non-discretionary security policy, viz., one wnicn is to be

enforced In a mandatory fashion, one may safely assume that

tne policy will specify no cyclic relations amonp tne access



classes. Therefore, one may categorically state tnat tne

graphi of any enforceable non-discretlonary security policy

will never contain any cycles.

Further examining the graph, one can observe that only

two general structures may exist. The first consists of

unrelated nodes (i.e., those nodes wnicn are singletons

representing access classes witn no relations to otter

access classes in the araph). Tte other structures are

partially ordered sets (some of wnlicn may be a lattice).

Figure 2. Lattice Structure

If thne graph does not contain a least upper tound,

(LUB), one -nay arbitrarily create an access class so

designated and establish tne appropriate relations with

respect to Its sensitivity (see figure 2). This access class

may also be referred to as the "system nign." Lizewise, one

may do the same for the ereatest lower bound (GLB) which is

generally Enown as tne "system low." Note tnat, neitner the

21



LUB nor tne GLB need have any entities associated with tneir

access class. By formine ttis structure, one tas establisted

a lattice.

Thus, all non-discretionary security policies are

lattice security policies. Non-discretionary security

specifications tnat zenerate cyclic structures are not well

formed policies and as sucn, their enforcement cannot re

evaluated nor can one considfer such a specification to be a

policy worthy of discussion.

D. SIMPLE LATTICE SECURITY POLICIES

A policy is a "simple lattice policy" when the policy

establishes either one of two basic lattice structures. The

first structure is formed by a simply ordered (viz.,

linearly ordered or totally ordered) set of access classes.

For example, some policy mignt establisn a simply ordered

structure where SECRET Is more sensitive than (>)

CONFIDENTIAL > UNCLASSIFIED. Policies wi:n simply ordered

sets of access classes are called "tierarcalcal policies."

The otter basic lattice structure is formed by a

mutually exclusive set of access classes. For example, some

policy might establisn a mutually exclusive structure wnere

CRYPTO is not related to (#) NATO # NUCLEAR. Those policies

wita mutually exclusive sets are called "category policies."

One should note that, a "compartment" access class, e.R.,

CRYPTO-NATO, is formed when some restricted form of access

25



is available to two or mnore otnerwise mutually exclusive

categories of information.

Recall that a lattice security policy partitions tne

systems entities with respect to their information sensitiv-

ities, into a set of equivalence classes that can be labeled

by tne access classes. Consider any two lattice security

policies, P and P2, and some system Containine a non-empty

set of entities, A. When P is applied to tne system,

a partition, I, is established creatine the set of

equivalence classes, I e1 , e , ... , e i , ... , e n. Applying

P2 to this system so partitioned, refines tne system

producing a unique partitioning T. 7T then, is simply tne

product of i the partition inducel by P1 and t2, e

partition induced by P2. So for each ei, an equivalence

class createl by Pig a new set of equivalence classes,

t e if, e1 2 1 ... 1 e in , is produced. The partition

7r forms a lattice, viz., that inluced by the composite

policy P.

It readily follows that all lattice security policies

are the product of one or more simple lattice policies. The

total non-discretionary security package for a system ther,

consists of some set of simple lattice security policies

successively refining the systems entities, none of which

may produce conflictine policies. This is shown to be

particularly useful knowledge when one attempts to use the

assignment technique as a means of security validation.
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E. ACCESS RELATIONS

Any specific non-d1scretionary security policy will

distinguisa one or more distInct access relations between

subjects and oojects. Associated witn these distinctions one

may derive, wnere not otnerwise specified, tie set of

"access rignts" wnlcn may be accorded to tne subject. Tnese

access rlgnts specify tie liberties wticn tie subjects may

taKe witn respect to tnese objects. Access rients are

typically mirrored in the "access modes" of tne

correspondlin protection mechanism. Althouefh ttere exists a

fine difference between an "access right" and an "access

mode", viz., -access ritnts" are associated with security

policies and "access nodes" are associated witn tne

protection mechanisms wnich enforce tie policy, this

discussion frequently refers to an "access rignt" as an

"access mode" because it is the access mode wtict must

inevitably be questionei when evaluatine the enfor-ement of

a security policy.

The enforcement of a policy is fundamentally limited by

tne system's granularity of access which may also be tnought

of as the system's variety or richness of access modes.

Policies tnat prescribe distinctions not recognized by the

access control mechanisms must be enforced in an overly

restrictive manner or irnored. For example, a policy

addressing a concatenation access relation cannot oe
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precisely enforced on a system that does not ret.ornlze soie

form of append access mode.

The basis of all security enforcement evaluation lies in

the acceptability of an access relation. An access relation

is defined as a tuple (subject, access mode, object). This

tuple signifies that a relation tetween the subject and

object exist such that the subject is permitted to access

the object with all the privilezes associated witn the

access mode. The problem of information security may

renerally be expressed as the problem of permittine the

existence of only those access relations that in no way

violate any of the applicable systems policies.

One can see then, that the granularity of access control

within a system is dependent upon the ability to distineuist

attributes of Subjects and objects plus the distinct access

modes available. The primitive access modes (i.e., those

access modes that are not decomposable by the system)

associated with the desien of the system, includinz the

protection mechanisms, designate the associatec rights

accorded to an access request.

When the granularity of access is successively refined,

one may observe two conflictine phenomena. First, the

ability to distinguish between access relations is more

pronounced, thus allowing for greater sophistication and

variety in policy formulation. The problem, however, is that

the Increased distinctions of access relations increases tae

2 .
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complexity of tftL security evaluation process. Systems

designers are facel with the problem of strizing, a balance

between the granularity ot access and the complexity of

system security validation.

This tas not deterred the efforts of many systems

designers, however, as tne granularity of subjects and

objects is quite refined in many systems. Unfortunately,

suct systems, almost witnout exception, nave failed to

enforce even minimal non-discretionary security policies.

Two generic access modes are particularly useful in the

discussion of security. These are (16J "observe" (the

ability to observe Information) and "modify" (the ability to

modify Information). Other access modes may be generally

thought of as a finer granularity of these two access modes.

Figure 3 illustrates one such possible set of primitive

access modes and how they are associated with the reneric

access modes.

Observe Modify

Read Execute Write ALpend

Figure 3. Generic Access Modes

The problem of computer security enforcement can be

reduced to the problem of limiting the access relations

within the system to only those that neither directly nor
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indirectly violate the systems security policies. If one can

establish that all of the access relations permitted in tne

system are acceptable to the policy, one has established

that the system is -secure.-

F. ILLUSTRATION OF POLICIES

In reviewing tne computer science literature, this

author was ,unable to discover any illustration forms

appropriate for snowine tne features of non-discretionary

security policies in sufficient detail that one could

readily discern all permissible access relations within the

system simply by examining the Illustration alone. Tnis

section presents a review of thne major forms examined and

their failure to adequately Illustrate access relations. It

also provides two proposed alternative forms that more

clearly illustrate access relations of a system in a manner

which leaves no doubt as to the nature of the poli-y and the

requirements for its enforcement.

LUB

GLB

Figure 4. Basic Lattice Form

Ficure 4 shows a representation for a lattice structure

commonly found in matnematical texts [22,23J. Witn respect
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to lattice security policies, each node represents an access

class and the arcs sirnify that the node nearer the top of

the page represents an access class wnicn is more sensitive

than the lower nodes' access class. Thus, in firure 4 one

may observe that A > D and B # A. Sometimes tnese arcs are

labeled by ">" symbols, but this merely tends to clutter the

illustration and provides no additional information. Note

tnat this form provides no information reeardinR ac'ess

relations without some examination of tne policy tnat is

being illustrated, e.g., one cannot readily answer tae

question "can a subject of access class A write to an object

of access class D?"

The form shown in ficure 5 [12,13], provides basically

tne same information. Tnis form illustrates the permissible

information flow that is immediate anl non-reflexive by

means of directed arcs. Nodes are once again used to

represent access classes. Access relations are still

non-discernible by examination of the Illustration alone.

AFo

NGLB

Figure 5. Information Flow Form



Another form wtiich Is popular in capability-based

protection systems research [241, Illustrated in figure 6,

is called a protection graph [20J. These graphs specify each

subject as a solid node, ", and each object as an empty

node, "0". The directed arcs between nodes specify the

access rittrs of the source by the associated labels. Thi

form provides an extremely detailed means of representing

all access relations within the system. Unfortunately, this

form provides such detail that an illustration of any

practical system becomes exceedingly busy. Thus one quickly

loses the ability to dtstinguisn between access classes even

when they are clearly labeled. What is needed Is needed is a

higher order of abstraction for tne presentation of

practical systems.

?, w,a

Captain){Sitreps

rr

Admirall {Plant Status

r = read Engineer} -Repair Status
wv write
a append ,a
e a execute
t - take
g grant

Fiture 6. Protection Graphs [201
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Figure 7 represents the first illustration forrm proposed

by tnis author called an "access relation grapn". In tnis

form, each node represents an access class as specified ty

the policy. All non-reflexive immediate access relations

(13] between access classes (except taose that may be

established by forming a transitive closure over some given

access mode(s)) are grouped by access mode and shown as

directed arcs labeled by the associated access mode(s). This

form solves the problem of the protection graph for

non-discretionary security policy representation ty

providing tne minimum Information necessary for one to fully

grasp all the security Implications of the policy from a

single illustration.

of -m 01df

o a observe GLB

Figure 7. Access Relation Graph
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An access relation graph clearly shows all permissible

access relations specified by a non-discretionary security

policy. Reflexive relations, i.e., those with a Subject of

the same access class as the object, need never be

specifically cited unless all access modes are not permitted

within an access class. Antisyrmetric relations are clearly

defined by tne directed arcs. Transitive relations are

inferred from tne path of two or more antisymmetric

relations (viz., in fiture 7 a subject of the LUB access

class may read from an object of tne GLB access class).

Therefore, the form meets the mathematical requirements for

a lattice in that, all access relations for the lattice

(i.e., a universally bounded partially ordered set) are

clearly illustrated.

In its most delineated case, tfe access relation graph

is reduced to a protection craph. The advantaze of the

access relation grapn over tne protection prapn is

simplicity. Only tne access relations needed to represent

the policy are snown. Additionally, complex policies and

composite policies are Illustrated in one simplified form.

Another illustration form that is particularly useful

when discussing uniform lattice structures (i.e., those

access relation graphs where tne access modes between any

two antisymmetric access classes are Identical) is tne

linear access wrap . Such a graph snows tne security

label(s) of the objects (i.e., tow one represents tme

34

.. .. .



sensitivity of the object) and denotes the access modes

available to subjects of varying sensitivity witn respect to

the sensitivity of tne objects. Figure 9_(A) illustrates a

simple generai linear access grapn. In tnis figure, subjects

with greater sensitivity than the objects sensitivity would

enjoy the use of access mode(s) 2 when referencinz that

object. Subjects of inferior sensitivity than tVie objects

sensitivity would enjoy the use of access mode(s) 1 when

referencing that object. Subjects of the same sensitivity as

the object would enjoy access modes 1 and 2 when referencine

the object. The linear access graph for the Multics Ring

Bractets, first pointed out to the author by R. Schell, is

shown as an example of a familiar policy represented in this

form in ficure 8(B).

access mode(s) 1
System S ecuri ty Sys term

I High, Label j Low
access Mode(s) 2

(A)

exec;ute
p ine 0 t~ R21i R1

te call as a gatereal

(B)

figure S. Linear Access Graphs
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The disadvantage of the linear access grapn Is tnat it

may only be used for illustration of uniform policies, i.e.,

tnose policies wnere tne access relations between any two

access classes (one of wnict is more sensitive ttan tne

other) are Identical. Tne succinct nature of tnis form,

however, makes it possible to capture the essence of a class

of policies, i.e., those wnicn may be described by the same

linear access graph, witnout going into all the details.

G. EXAMPLE POLICIES

Having discussed the nature of policies in general, one

is now prepared to examine several specific policies of

Interest. Such a discussion logically begins with the two

broadest classes of security policies, i.e., compromise and

subversion.

Modify
Upper ISensitivity Lower
Limits Label Limits

0 bserve

Fieure 9. Compromise Policy.

A compromise policy, sometimes referred to simply as a

security policy, is one whose primary intent is to prolibit

the unauthorized observation of Information.-Figure 9 show

the general form of such a policy. Subjects may observe only

those objects whose sensitivity is less than or equal to the

subject's sensitivity in order to prevent direct o0servation
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of an object by an unautnorized subject, viz., the Simple

Security Condition [10J. In order to prevent indirect

observation of objects by unautnorized subjects, a

sufficient but not necessary condition establishes that

modification of objects must at least be limited to those

subjects whose sensitivity is less than or equal to the

objects sensitivity, viz., the (Security) Confinement

Property -- also known by a less descriptive title as tne

*-Property (1].

A subversion policy, sometimes referred to simply as an

inteerity policy, is the dual of a compromise policy. The

primary Interest of a subversion policy Is to prohibit tte

unauthorizel modification of information. Ficure 1

illustrates these general characteristics. Subjects may

modify only those objects whose sensitivity is less than or

equal to the subject's sensitivity in order to prevent

direct modification of an object by an unautnorizea subject,

viz., the Simple Integrity Condition [21J. In order to

prevent indirect modification of objects by unautnorlzed

subjects, a sufficient but not necessary condition is that

observation of objects must be limited to tnose subjects

whose sensitivity is less than or equal to the object's

sensitivity, viz., tie Integrity Confinement Property [21J.
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Observe
Upper IseasItivIty Lower i
Limilts Label I Limits

Modify

Fieure 10. Subversion Policy.

Tahe Importance of subversion policies snould not te

underestimated [2,21J. Chanine the course of an ICBM, for

example, snoulci la most cases require a more sensitive

auttorization tnan simply knowing its course. Sucn policies,

nowever, are often overlookedt in many Command, Control, and

Communications systems [2J.

Lnotaer general class of policies tnat is of general

interest in Security Kernel researca, and whose title was

coined during tne course of tnis researcn effort by R.

Sotell, are tae "Program Integrity" policies [1]. Tne notion

of program Integrity stems from tne lesire to pronibit

unauthorized modification of executable programs by less

trustwortny subjects. In tne general case, one wisnes to

ensure tnat tte more sensitive programs are tamperproof.

In otner words, one wants to be sure tnat tne program can te

"trusted- to perform as specified and can aot be "trIcked"

by merely reading data of lower sensitivity or 'importance.

for example, a system designer/programmer may wish to Insure

that is proerams always perform as specified in boin nis

test environment and in any application environment. Unlike

a strict intewrity policy (211, program Integrity is not
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concerned witq tfe issue of general observatior of

information. Program Integrity is therefore less

conservative (and tnus more "risKy") tnan Bibas integrity

policy. Program integrity deals only with execution and

modification or information. As sucn, figure 11 illustrates

thie general form of a program integrity policy.

Execute
Upper ISensitivity Lower I
[Limits Label I LimitsModify

Figure 11. Program Integrity Policy.

One may guarantee tnat no direct modification of a

proaram by an unauthorized subject (i.e., a direct threat)

is possible by enforcement of tne following condition

Simple Program Integrity Condition : If a subject
has modify access to an object, then tne program
Integrity of the subject is greater than or equal
to tne program Integrity of tne object.

Because proram Integrity policies are concerned with

tne execution issue (versus tne otservation issue (21J ),

indirect modification of information Is not strictly

pronibited. This provides a certain degree of flexibility,

but also produces a certain amount of risk L191. Confinement

of execution reduces tne risE of such an indirect tnreat but

does not eliminate it. k more sensitive subject must be

trusted not to modify a less sensitive object either
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intentionally or otnerwise. An indirect tnreat occurs when a

subject executes a proeram th at has been molilfed by a less

trustworthy subject, tnerefore, one wisnes to confine tne

execution access relations. The confinement property for

program inteerity Is defined as follows :

Procram Intecrity Confinement Property If a
subject aas execute access to an object, then tne
program integrity of the object Is greater tnan or
equal to the protram inteerity of the subject.

The remainder of the section discusses tnree policies of

zeneral interest to federal ADP users. Any computer systerm

designed for use by the federal government, should as a

minimum, consider its ability to enforce these policies.

1. National Security PoLicy

The National Security Policy classifies information

essential to the National Defense or foreign relations of

the United States. The President of tae United States

establisned this policy in Executive Order Number 120b5

dated June 25, 1976 t25]. This order defines three levels of

classification as follows :

TOP SECRET : That information or material the
unauthnorized disclosure of wnich could reasonably
be expected to cause exceptionally grave damage to
the national security.

SECRET : Tnat information or material tne
unauthorized disclosure of which could reasonably
be expected to cause serious damame to the
national security.
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;ONFIDENTIAL That information or material the
unautnorizei disclosure of wnicn could reasonably
be expected to cause damTage to the national
security.

Imnplicit in this set of definitions, there also

exists a classification of information which is not

classified. Therefore, one nas four hierarchical access

classes established by this policy, the intent of which is

to prevent unauthorized lisclosure (viz., observation) of

information so classified. Figure l shows the access

relation graph for tnis compromise policy wnicn is referred

to as the basic National Security Policy.

Executive Order 12065 also establisnes (25] the

authority to originally classify new information.

Information may be classified Top Secret only by officials

designated in writing. Information may be classified Secret

only by officials wno nave Top Secret classifications or by

officials designated in writing. Information may be

classified Confidential only ty officials witn Top Secret or

Secret classifications or by officials designated in

writine.

In order to obtain access to classified material,

the order indicates that a person must be determined

trustworthy (granted clearance) and that access is necessary

in the performance of that persons' duties ("need to know").

This is a discretionary policy, however, and will be

discussed no furtner. All classified material shall be
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appropriately and conspicuously marked to put all persons on

clear notice tnat tne information is classified. Classif.ied

material no lonzer needed shall be promptly destroyed.

TOP SECRET

Observel tModify

SECRET

Observe) {Modify

CONFIDENTIAL

Observel {Modify

UNCLASSIFIED

Figure 12. Basic National Security Policy.

2. National Integrity Policy

The dual of the National Security Policy is the

National Integrity Policy [21]. Motivation for sucn a policy

comes from the desire to pronibit subversion, i.e., tne

unauthorized modification of Information. The following set

of integrity classes nave been established for tnls policy
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(21]. Implicit with this classification scheme, one also nas

information that is not classified.

TOP SECRET : That information or material tne
unauthorized modification of which Tould
reasonably be expected to cause exceptionally
grave damage to the national security.

SECRET : That information or material tne
unautnorized modification of which could
reasonably be expected to cause serious damage to
the national security.

CONFIDENTIAL : That information or material the
unauthorized modification of which could
reasonably be expected to cause damaee to the
national security.

One further point concerninir Intetrity Policies must

be emphasized before one proceeds. Generally spearing, one

has a aood notion of fow to classify information with

respect to security and unauthorized observation, but

classification with respect to Intearity is not so easily

identified. In some sense, integrity classification must te

determined by the object's potential importance rather than

by its current importance. Consider, for example, a simple

sine function tucked away in some obscure user library. If

tais function is used to compute trajectories for an

inter-continental ballistic missile, it becomes TOP SECRET

witn respect to the National Integrity Policy, whereas, It

is clearly UNCLASSIFIED with respect to the National

Security Policy. Classification of information with respect
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to interrity will Renerally require considerable plannine

and foresignt (21

3. Privacy

The Code of Fair Information Practices and the

Privacy Act of 1971 established the following basic policy

for the Federal Government [26J.

(1) There must be no personal data record-reepine
systems whose very existence is secret.

(2) There must be a way for an individual to find
out what information about him is on record and
how it is used.

(3) There must be a way for an individual to
correct or ammend a record of identifiable
information about nim.

(4) There must be a way for an individual to
prevent information about him that obtained for
one purpose, from being used or made available for
other purposes without his consent.

(5) Any orranization creatinr, maintainine, usine
or disseminating records of Identifiable personal
data must guarantee the reliability of the data
for their intended use and must taire precautions
to prevent misuse.

All Information systems (including computer systems)

used by tne Federal Government are subject to tnese privacy

requirements and must incorporate a corresponding set of

safeguards when the process "Privacy Information."

These three policies are applicable to many Federal

data processing applications. Numerous other

non-discretionary policies exist both in the Federal, State,

and Local governments and In private industry. It has been
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shiown in thiis section that these policies may be precisely

descibed using access relation ?rapns or linear access

graphs as described In this section. Once a policy tias been

so described, a precise evaluation of Its enforcement may te

considered.
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III. A FORMALIZED NOTION OF DOMAINS

The notion of a "domain" has not been clearly presented

in a precise manner, nor properly defined. Dennis [5J

introduced the concept by describint a "sphere of

protection. Lampson [61 refined tae concept, coining tne

ter m domain", and defined a domain as a eroup of

capabilities or protected names. Schroeder (8J maintains

Lampson's definition, but provides 3n In-depth discussion

and presentation of nis ideas, many of wnicn were

instrumental in the formulation of the concepts presented

here. Scaroeder further refined the ideas from nis tnesis,

and together with Saltzer [141, defines a domain as a set of

objects tnat may be accessed ty a principal. Tnis definition

is the most commonly accepted today, but for any rigorous

discussion of domains, or for presentation of a concept sucfh

as the assignment tecnnique, a more formalized definition is

needed.

An access domain A, is a tuple, (a,, a2, ..., ai , ...,

an ), where n is the number of primitive (non-decomposable)

access modes in the system and a. is the set of all objects,

t 01, 0 20 , ... , 0 1' accessible by the "itn

access mode. An (access mode)-domain is the set of objects

th.t a process executing in that domain (i.e., a subject)
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has the rirnt, or privilere of, accessing accordinw to tne

rules for tnat particular access mode.

Consider tfte following examples of domains:

A1 : (Observe(O):IA., Modify(M):{B}

A2 : (O:)BCl, M:tABCl

A3 : (O:t*,CD}, M:01J

A4 : (O:(A,B,C,D. M:(A,B,C,DJ )

The observe-domain of A1 (denoted as OA1 ) is object A

and the modify-domain MA1  is object B. Note that simply

referring to A1 as containing objects A and B would not

provide much Insicht into the true nature of tlis domain

[1]*..

The notion of "dominance" with respect to domains was

introduced by Grohn (16]. These notions are refined from

security dominance and integrity dominance to a more general

definition of Iominance.

A domain, A. dominates ( ae) A. if and only if (iff)

for each access mode "a", aAj j aAi . This is

particularly useful vnen discussing tne relationship

between domains witn respect to access modes. One can say

tnat for some a , a~A , ak~ i f ak j C k~

Continuing with the previous group of example domains,

0A4 at 0A3 , 0A3 -C OA1 , A4  " MA3, MA1 a M0A3 , A4
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A 3 but A3 does not dominate A1 . Similar examples

can be formulated by the reader.

Dominance domains may te labeled for convenience. In tne

Multics system, for example, the dominance domains

established by the ring mechanism were inown as rings and

were labeled by ring numbers. Scnroeder's protection

mechanism also uses numbers as labels for dominance domains

[81.

The systems protection mechanisms establish a set of

dominance domains that can be used for evaluating tte

Drotection mechanisms. These dominance domains dominate all

domains that currently exist or may exist witnin the system.

If one can establish the set of dominance domains for the

system and one can snow that the policy holds for these

domains, then one can show that the policy holds for all

domains.

A mechanism, in the most general sense, is something

that prevents the occurrence of certain sequences of

operations [151. A protection mecnanism, or an access

control mechanism, can be defined as sometning tnat prevents

the unauthorized access of Information. In the broadest

sense, one may include as protection mechanisms such things

as walls, patrol dogs and cypher locks. More specifically,

tnougn, a protection mechanism for a computer operating

system is a procedure, Implemented in software, firmware (if

there is such a thing) or hardware, that prohibits tne
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access of objects within a system such that the domaIn of

any process is dominated by some particular dominance domain

Inherently established by the protection mechanisms.

0

Figure 13. Multics Rings

The Multics Ring Mechanism [28J is a well Known

protection mectanism tnat provides an excellent example for

the discussion of dominance domains. One may tini of these

dominance domains as a set of concentric rings (illustrated

in figure 13), each numbered in increasing order from tie

inner-nost ring or Iernel. The teruel is conventionally

assigned ring number zero.
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The 4ultics Rine Mechanism determines the authorized

access of a subject by means of tne current ring numoer (r)

thst specifies the dominance domain. Discrimination amone

objects is by means of a rine bracket. The ring bracket is a

three-tuple (Ri, R2, R3) where R1, R2, and R3 are rinR

numbers and R1 must be numerically less tnan or equal to R2

which Is less than or equal to R3. Access is cnaracterized

by tne rules Illustrated in tne linear access grapn snown in

figure 14.

Execute .all (as a zate)
RIng 0 Write R(R

Read (Observe)

Figure 14. Multics Ring Mechanism Linear Access Graph

Consider now a system that uses the Multics Ring

Mechanism and discriminates amone tour 4istinct hierarchical

rings (0 tnru 3). One may tnini of tne domains establisned

by this system as AO A1, A2 , and A 3 . Consider tne

rules of access establisned in figure 14, where MA0  is te

objects that may be modified by a proces! in domain 0. Then

MA0  b ,MAI 1 MA2 m M A3 . Likewise, OA 0 = OAI

MOA 2 4 OA No such relationship exists for execute or

call (as a gate). EA3  does not ad EA2 , as R2 may be 2 for

some object 1, in which case X £ EA2  but X 0 E 3

Likewise CA3  (the Call (as a gate) domain of A3 ) does not

*CA 2  as R3 may be zero, for example, in which case, El
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and R2 must be zero, ruling out the possibility of

successive dominance cal-lomains.

Note that a single object may be a member of several

dominance domains. Some object X, with ring bracKets (Z,2,3),

is a member of OA0 , OAI, 3A2 , MA0 , EA0 , EA1 , EA2 , ana

CA3. Therefore, I A Alt A 2 and A3. Tlis concept

can be confusing as an object is a distinct entity generaily

represented by a single image.

This section has established a formal definition of

dom3ins suitable for discussion of complex domain related

issues. The uotion of dominance domains was Introduced and

their relationship to protection mecnanisms established. The

Multics Ring Mechanism provided an example of tne means ty

which one may evaluate the dominance domains estaolisted by

a protection mechanism. Havina formulaized these concepts,

the relationship between policy and mechanism may now be

investigated in an organized manner.
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IV. THE ASSIGNMENT TECHNIQUE

This section introduces a mathematical frameworx for

evaluating the relationship between non-discretionary

security policies and protection mechanisms. An evaluation

approach, termed "The Assignment Technique", utilizes tne

entity - relationship model in establishin an assiznment

between the security classes of information establisnea by

the policy constraints, and dominance domains, estatlisted

by the properties of tne mechanism. The assignment tecnnique

provides a theoretical foundation for assessine the

sufficiency of an access control mecnanism witn respect to a

well formed protection policy.

This section begins with a general discussion of tne

meaning of assignment". It then proceeds to introduce the

assignment tecnnique in a general form. The section

concludes with a simplification of tne assignment technique

male possible by tne lattice nature of non-discretionary

security policies.

A. ASSIGNMENT

Assignment is the establishment of a relationsnip

between two entities such that the first entity is "asslined

to" tne second entity. Matnematically, the term assignment

is not sienificant. One could easily have said that entity 1
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is related to entity 2. Intuitively, nowever, assignment Is

associated with the connotation to fix autnoritatively

This precisely describes the manner in which this

relationship is establisned.

Assignment may be denoted by a graph from the first

entity to the second as follows:

is assiened to**

It is important to recognize that assignment ioes not

alter either entity. Assignment is merely the act of

associating an entity or set of entities with some otner

entity or set of entities.

Another way to describe assignment is in terms of tne

act of forming a tuple (entity 1, entity 2). Additionally,

one -ay tfink of assignment as a function (i.e., "is

assiwned to") where the assirnment process establishes a

mapping between two otnerwise disjoint entities. Regardless

of the context of discussion or the symbolism used, one may

simply taink of assignment as tne act of associating one

thing with another.

B. TEE TECHNIQUE

The essence of the assignment technique Is relatively

simple. First of all, consider the nature of a lattice

security policy. Such a policy partitions tne objects of a

53



system into a lattice of equivalence classes labeled by the

access classes as discussed in section II. Eacn equivalence

class can be thought of as an entity that may be Subject to

assignment.

Then consider a mechanism, which establisnes a lattice

of dominance domains as discussed in section III. Each of

these domains can also be thought of as an entity that may

be subject to assirnment.

Since an assignment can be established between any two

entities, one can maze an assiRnment between the equivalenr'e

classes established by a lattice security policy a!d tne

dominance domains established by some protection mecaLism.

One may then validate that (for this assignment the

mechanism is sufficient to support this policy. This

validation is made by examining the set of access relations

that the mechanism permits, and testing for possible

violations of the policy.

Tne assignment tecnnique can be described more

systematically as follows:

1) Determine if the policy is a lattice
policy. If not, the assignment technique does not
apply.

2) Establish the set of equivalence classes,
{ el, e2, ... , ek, ... , ep 1, that are
associated with each access class.

3) Determine tne set of dominance domains,
A A 1'A2 , , ., A }, that areestablished by tye systems protect on mechanism.
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4) Make an assignment from ek to g.

5) For this assignment, examine tne access
relations permitted by the mecnanism, testing for
possible violations of the policy.

6) If no violations can exist, tne mecnanism
is sufficient for the policy in question.

Step 4 of the assignment metnod allows for considerable

flexibility in the manner in wticn assignments can be made.

Any possible mapping from equivalence classes to dominance

domains may be considered. Thls flexibility, however,

implies considerable effort in order to determine tnat a

mechanism is not sufficient for a given policy. Fortunately,

in this tnesis one is specifically dealing with the security

issue. Because of this, several refinements can be irade that

Rreatly simplify this task.

C. SIMPLE ASSIGNMENT

The question of how one chooses to make assienments

(i.e., the cnoice of an assignment scheme) may seem

relatively complex upon first inspection of the assitnment

tecnnique. The problem, however, becomes almost trivial when

dealing vita simple non-discretionary security policies as

is hown by the follovinR arguments.

First of all, it is clear that tne equivalence classes

(established by the policy constraints) represent distinct

access classes. It is also clear that tne dominance domains

represent distinct sets of objects. If more than one
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equivalence class were assigned to tne same dominance

domain, then there Is notning in tne mechanism to

distinguish between tne access classes. But the policy does

draw some distinctions between these access classes (i.e.,

tnat distinction established by tne definition of the access

classes), SO it would not be possible to enforce toe policy

with such an assignment. All such assignments an be

eliminated, a priori.

On the other hand, if one equivalence class was assirned

to more tnan one dominance domain, then some distinction is

beinR made for an access class that is not specified in the

policy. In some cases, one may find that such distinctions

produce violations of the policy. Altnoufh other cases may

not do so, these extra dominance domains are unnecessary,

providinw distinctions which have no sienificance.

Therefore, the number of dominance domains of interest

established by the mechanisms should be equal to the nurrber

of access classes established by the poliiies.

One may attempt to argue that there may exist dominance

domains that do not receive an assienment. Such domains,

however, Must be either empty or in no way allow for an

exception to the enforcement of the policy. As such, one

need not be concerned with the question of tneir existence.

One need only concentrate on the dominance domains for which

the assignment was made.
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Considerine assirnment as a function, it has been

establisned that tne only assignment scnemes of interest are

bijective (i.e., a one to one and onto relationsnip between

the access classes and the dominance domains t221). This

provides some improvement, but one Is still faced with at

least pf possible assignment schemes to evaluate (where p is

tne number of access classes established by the policy).

One may Rain considerable improvement, however, by only

attempting to validate one simple mechanism witn respect to

one simple policy at a time. Furthermore, the knowledre of

partially ordered sets may be used to make our assignments

in a very selective manner. This is done by first requirine

tnat the lattice for tne dominance domains of Interest that

one considers for assignment, be an isomorphic Image of that

for the equivalence classes. This may not be a necessary

condition, however, It in no way invalidates the results

shown (as one woull otherwise be dealine with an isomorphic

sub-image established by tie mecnanism), and it is nelpful

in this discussion.

When considering the isomorphic imare of a lattice, the

problem of assignment is reduced to a question of

orientation. One may either assien the Rreatest lower bound

of the lattice to the greatest lower bound of the Image, or

assian the rreatest lower bound of the lattice to the least

upper bound of the Image. Any other assignment would not te
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acceptable as it would violate the orderine or the lattice

or of the image.

So for a system of "i" isomorpbic images of the lattice

established by the policy, one need only consider at most,

2k assignment schemes. In most practical cases, when tqe

mechanism establishes isomorphic imares which are Identical

in their access control properties because of tne unifor

nature of the mechanism, one need consider only 2 assianment

schemes.

The Simple Assienment Theorem : For any simple
lattice policy and an isomorphic image establisnea
by some protection mechanism, no more than two
assienment schemes are necessary to validate the
sufficiency of the mechanism to enforce tne
policy.

Proof Sketch : The proof proceeds by snowing

that two assignment schemes are reasonable and

that all others are not.

1) Maie assignments starting from the greatest

lower bound (GLB) of the lattice to the GLB of the

isomorpnic image. Then assign every reachable

access class (i.e., those of unit distance) to a

reachable dominance domain in the isomorphic

image. Next assign all reachable access classes

from those just assigned (which are not already

assigned) to a corresponding reachable dominance

domain. Proceed in this fashion until all access

classes have been assigned. An assignment sucn as
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tnat shown in flgure 15 willi result, wnere the LIJB

is assiened to thne LOB, A is absiened to A', P is

assigned to B", and so forta.

This assienment Is a valid assignment in ttat

an assienment can be iade from tne access classes

to the dominance domains tnat is not innerently

incorrect and tierefore is wortty ot

consideration. Tnis does not mean tnat tne

protection rec hanism is sufficient for this

assignment. It only implies Inat sucn an

assienment scheme is worthy of consideration.

ACCESS CLASSES DOMINANCE DOMAINS

LUB BI LUB

A. B C ~ A' 1 C'

D E F 1) fl F

Figure 15. GLB to GLB Assig.ment

2) Now consier a second practical assienment.

This assignment starts from tae GLB of tne lattice

maiing an assinment to tae LUB of tne isomorpnic

image and proceeding as in tne first assignment

A scheme. The resultine asieanment is illustrated in

figure 16 where tne LUB is assigned to the GLP, A

is assianed to D', D is assiened to A?, and so

forth.
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ACC&SS CLASSES DOMINANCE DOMAINS

LU

A B CD

D E FA B

SLB 3

Fiwure 16. GLB to LUB Assirnment.

It is important to note tnat if tne lattice

structure is not uniform, i.e., invertint te

lattice dould not proauce tne same Imaee, then

only one of the two aforementioned assiznrent

schemes will De successful. Tnis limitation occurs

because one encounters some set of reachable

access classes luring assignment tnat nave no

correspondine reachable dominance domains.

However, for any lattice structure, uniform or

otherwise, there wili always be one assignTent

scneme to an isomorpnic image tnas is wortnv of

consideration. Tnis leads us to the following

corollary.

gl r - For any lattice policy and
an isomorphic imaRe established by some
protection mechanism, there exists at
least one valid assignment scheme.

Proof s$etci (Corollary 1) : The proof
is trivial from the definition of an
isomorphic imace. If a lattice has an
isomorphic image, tnen at least one
ordering of nodes in the image is
identical to the orderine of nodes in
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the lattice, therefore, tnis ordering is
worthy of consideration.

3) Now consider the assinment of the GIB

access class to any dominance domain other than

the LUB or the GLS. It this is done, then some

other access class must be assigned to tne LUB

dominance domain and still another access class

must be assigned to tne GLB dominance domain. But

if the isomorphic Imaee is to maintain the

ordering of the access classes, tnen there exists

some ordering which is not valid because either

the GLB or tne LOE of the isomorphic image is to

be considered less than the GLB (in the image)

vnica must be tne least element (viz., least

sensitive) according to the policy. Therefore,

such an assienment can never be valid. Tnus one Is

reduced to the task of considering only two

possible assirnment schemes of interest.

3ne can further simplify the assignment tecnnique r.y

combinine steps 4 and b. This is accomplished by maKinR. an

assignment and examining all access relations producible

immediantly. If an access relation is not valid, one can

quickly determine that the assignment scheme in use will not

validate the sufficiency of the mechanism.

Wnen one is dealing with more complex lattice

structures, one is faced with two alternatives. One can
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eitner validate tne sufficiency of the mecnanism for eacn

sub-policy, establishing tnat if eacn sub-policy is

enforced, then the complex policy is enforced, or one may

choose to validate the complex policy by a straignt forward

assignment. Ihen usinR a straiwnt forward assignment

approacn, one must remember that the Simple Assignment

Theorem may not apply. This is of no particular conseauen'e

when validating a protection mecnanism designed for a

particular policy where the assignments are chosen

carefully. However, establishine the insu'ficienzy of an

arbitrary mecnanism may require considerably more effort.

The basic principles associated with the assirnment

tecnnique have been presented in this section. One may now

consider some simple examples that illustrate the usefulness

of assignment.
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V. MECHANISM SUFFICIENC! VALIDATION 8! ASSIGNMENT

One of the most practical uses for tne assienment

technique Is sufficiency validation of protection mechanisms

(i.e., validation of their ability to enforce security

policies) [4J. In contrast to other validation techniques

(11,171, the assignment tecnnique presents a method wnose

mathematical model (i.e., the entity-relationship model) is

based upon the nature of security itself, rather tnan otner

methods which adapt the nature of security into a form

designed to mesh with the prescribed format of some well

known mathematical model. This section discusses mechanism

sufficiency validation by assignment for several well known

linear non-discretionary security policies. Althouph the

principles discussed in this section apply for all lattice

security policies, only linear lattice poli-les are

discussed in this section as tney provide a sufficient

foundation for the discussion of any lattice policy and are

more clearly illustrated in tnis context.

A. MULTICS RING MECHANISM &SSIGNMENTS

Tne question of tne sufficiency of tne Multics Ring

Mechanism for enforcement of the basic National Security

policy was tne initial problem that prompted tne current

research effort and led to the formulation of the assignment
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technique. It is appropriate then, that this analysis be

presented as an introductory application of simple

assignment.

1. Compromise Policy

As stated previously in section II, the basic

National Security policy is a simple lattice security

policy. Figure 13 illustrates tnls policy.

The dominance domains of the Multics Rine Mechanism

are most frequently shown as concentric rings numbered in

increasing integer order from the innermost rinR or the

kernel. The security kernel is generally assigned ring

number 0. For simplicity, only a system with rings 0 thru 3

is shown in this analysis. Assignment to otner ring numbers

(such as 2 thru 5 or . thru 7) will produce similar results

because of the uniform nature of the Multics Ring Mechanism.

Consider as the first assignment scheme, the

assignment of the TOP SECRET access class (the least upper

bound of the policy) to ring 0 (tte least upper bound of tae

dominance domains). Tne assignment produced Is Illustrated

in figure 17.

Next, according the assignment technique, one must

examine the access relations permitted by the mechanism and

test for possible violations of the policy. In order to do

so, one must first examine the nature of the Multics Ring

Mechanism more closely. A detailed discussion is given by

Schroeder (27j, however, a simple explanation of the
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pertinent details as used in this discussion is provided for

those readers not otherwise familiar with Multics.

TOP SECRET .inR0T SRis assigned to"

Observel tModify

SECRET ~ sindt~Ring I." is assigned to"7

Observe} {Modify

C I Tis assigned to"

Observe) [Modify

UNCLASSIF.IED Rine 3
Is assigned to"

Figure 17. Basic National Security Assignment 1.

The Multics Ring Mecnanism determines tne autnorized

access of a process by means of the current ring number (r).

Taus a process which is executing in ring number 1 would

need to be cleared for at least SECRET information according

to this assignment scneme.

The Multics Ring Mechanism discriminates among

objects by means of a rine bractet. The ring bracket is a

three-tuple ( Ri, R2, R3) where Ri, R2 and R3 are ring

numbers and RI _. R2 _.R3. Access to objects Is restricted

such that the current ring of execution must be less than or
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equal to R2 to observe information and less than or equal to

Ei to modify information. Figure 18 snows characteristics of

the rine brackets both in terms of the access modes used In

this discussion ani the access modes used in Multics.

Execute (Observe)
,Ring 0 1Rli R 21
I Write (Modify)

Read (Observe)

Figure 18. Multics Ring Mechanism.

Continuing now with the examination of access

relations, consider an object that is classified as SECRET.

Such an object must be assigned a ring bracket such tnat it

may be observed by processes in ring 0 and ring 1 only. R2

must therefore be 1. Tnis presents a problem. No matter what

value one may choose for Rl, a contradiction occurs. If R1

is 0 or 1 tnen TOP SECRET processes may modify SECRET files

violatine the Confinement Property. If R1 is creater than 1,

tne restrictions of tne ring mechanism would be violated

(viz., Ri > R2). Therefore, one can conclude tnat tnis

assiRnment Is not acceptable.

Consider now the only other potential assignment

scheme where tne greatest lower bound of the lattice (the

UNCLASSIFIED access class) is assigned to ring 0. This

assirnment Is illustrated In fieure 19.

One may now attempt to assign ring bracrets to an

object classified SECRET. A problem occurs Immediately. One
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wants processes executing in ring 2 to observe SECRET

objects, but then a process in rine 0 (i.e.. an UNCLASSIFIED

process), will also be able to observe tne object. The

Simple Security Condition cannot be enforced witn tnis

assignment, so the assignment scneme is not feasible.

TOP SECRET Ring 3
is assigned to

Observel {Modify

SECRET Ring 2I is assienedt to

Observel iModify

CONFIDENTIAL Rin,' 1
is assigned to

Observel JModify

UNCLASSIFIED Ritis assigned to

Firure 19. Basic National Security Assignment 2.

Since neither of tnese assienments are arceptable,

ani shifting the ring assignments numerically would yield

similar results, one can see that no assignment will be

acceptable. Therefore, the Multics Ring Mecnanism is not

sufficient to enforce %he basic National Security policy for

compromise.
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2. Subversion Policy

The basic National Integrity policy [211 is tne dual

of the basic National Security policy. Wnereas tne security

policy is concerne. with the unautnorize, observation of

information or compromise, tne integrity policy is concerned

with the unautftorized modification of information or

subversion as discussed in section II.

Consider first the assignment of tne TOP SECRET

access class (the least upper bound for the lattice

establisned bY tne policy) to Ring 0 (the least upper bound

for the dominance domains established by the mechanism). The

assignment producea Is snown in figure 20.

TOP SECRET it Rine 0

Modflf {Observe

SECRET is assigned to Rin

Modify {Observe
isassignedto

CONFIDENTIAL " Ring 2
is asin d to"

Modify}, {Observe

UNCLASSIFIED Rine 3"is assigned to"

Ficure 20. Basic National Intewrity Assirnment 1.
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One may now examine tne access relations wnicn tne

Multics Ring Mecnanism will per-nit (as stown In figure 19)

and test for possible violations of tne policy. In 5o doing,

one encounters violations almost immedlently. One wisnes to

nave a process executing in Ring 1 (i.e., a SECRET process),

for example, to be able to observe TOP SECRET objects in

Ring 0, but tae mecnanism pronlbits tnis observation.

Additionally, a SECRET process could observe CONFIDENTIAL

information violating tne Integrity Confinement Property.

Therefore, tnis assignment scheme is not feasible.

TOP SECRET Ring 3
is assiwned to

Modify} {Observe

SECRET Ring 2.. Is assigned to

Modifyl JObserve

CONFIDENTIAL Ring 1
is assigned to

Modify} totserve

UNCLASSIFIED Ring 0
is assigned to

Figure 21. Basic National Integrity Assignment 2.

Consider now the only other potential assignment

scneme (viz., according to tne Simple Assignment Tneorem)
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where tne TOP SECRET equivalence class is assiened to Rine

3. This assignment scheme Is illustrated in figure 21.

Examining tnis assignment, consider an otject tnat

is classified as SECRET. Sucn an object must be assigned a

rine bracget such tnat it may be observed by processes In

Ring 0, Ring 1 and Ring 2 only, so R2 must be assigned 2.

But if R2 is 2, one is faced with a contradiction in the

assignment of R1. If R1 is assigned 0, 1 or 2, then a

violation of tne Simple Integrity Condition occurs because

UNCLASSIFIED subjects may then modify SECRET objects. If R1

is assigned 3, tne Ring Bracket constraints are violated.

Therefore, this assignment scheme fails to provide an

assienment where the protection mechanism can enforce this

policy.

According to the Simple Assignment Theorem, there

are no otner assignments worthy of consideration. Therefore,

the Multics Ring Mechanism is not sufficient to enforce this

policy either.

So far, it nas been shown taat the Multics 'Ing

Mechanism is not sufficient to enforce the basic National

Security policy nor the basic National Integrity policy.

However, a Multics Security Kernel has been designed (28,29J

that is sufficient to support both of these policies. This

may seem to be a contradiction but It is not. The confusion

Is dissipated when one asks the question, What form of

policy does the Multics Rink Mechanism support?"
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3. Program Integrity Policy

The ceneral form or Proeram Integrity policies was

introduced in section II. Consider now the sDecific program

Integrity policy shown in figure 22.

Rypnutp

1M o~ify

Read

Fieure 22. A Program Interity Policy.

According to tnis policy, entities are partitioned

into one of four access classes designated as User,

Supervisor, Utility or Kernel. The sensitivity of these

access classes is specified as : Kernel > Supervisor >

Utility > User. An assignment to a Multics ring structure is

made as shown in figure 23.

Recalling tne cnaracterlstics of ring brackets shown

in fieure 16, "Max" is desiwnated as Rine 0, the prorram

Integrity access class (PI) as Ri and "Min" as R2. One may

note that for this policy any choice for R2 greater than or

equal to R1 will do. Tnis analysis, however, nas fixed R2 at

3.

According to tne assignment tecnnique, one must now

examine the access relations permitted by the mechanism and

test for possible violations of tne policy. Unlike previous

examples, where the mechanism was obviously not sufficient

to support the policy (i.e., only a sinele counter-example
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was necessary) tnis example examines a policy tnat is ilteiy

to be supported by the Multics Ring Mecnanism. Knowing this,

it seemns appropriate to present a more careful approach for

the validation of this assignment.

Kernel is assigned to"

Modifyl aExecute
Read

Supervisor Ring 1
is assigned to"

Modifyl t~xecute
Read

Utility is assigned to" Ring~ 2

ModifyJ t~xecute
Real

User"is assiRned to"

Figure 23. Program Integrity Assignment 1.

For simplicity, one may refer to e0  (tae first

equivalence class) as Kernel (i.e., tne access class that

labels tnis equivalence class of subjects and objects), e1

as Supervisor, e2 as Utility and e3 as User. One may also

refer to A0 (tae first dominance domain establisned by tne

Multics Ring Mechanism) as Ring 0, &1 as Ring 1, A2 as

Ring 2 and A3 as Ring 3. Tne assignment scneme consists of
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assigning e to A (Kernel to Ring e), e to A1 (Supervisor

to Rinu 1), e2 to A2 (Utility to Rine 2), e3 to A3  (User

to Ring 3). One can now evaluate the access relations

permitted by the Multics Rine Mechanism and compare them

with the policy.

Examinine the read access first, one notes that the

Multics Ring Mechanism provides no discrimination for read

access since R2 is fixed at 3 for all objects. Thus subjects

in A0 Alt A2 or A 3 may read objects in A0 , A1 , A2

and A This corresponds with the access riehts of the

policy which states tnat subjects in eO , e1 , e 2 ore 3  may

read objects in eO , el, e2 and e3 . Therefore, the mechanism

is sufficient with respect to the read access relations.

Next, examininR the modify access relations one may
observe that MA0 Cbd MAM1 S0 MA2 MA3 . Thus a subject

in A0  may modify objects in AO A 1, A 2 or A3 . This

corresponds to tne access rignts of the Kernel access class

in that a subject in e0 may modify objects in e, e I , e2 and

e 3  Examining A1 , one observes that a subject in A may

modify objects In A , A2  or A3  but not in A0 . Tris

corresponds with tne access rights of tne Supervisor access

class in that a subject in e1 may modify objects in e1 , e2

and e3  but not in e0 . Examining A2 , one observes tnat a

subject in A2 may modify objects in A2 or A3 but not in

A 0  or A1 . This corresponds with the access rihts of

tne Utility access class in that a subject in e2 may modify
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objects in e2 or e 3  but not in e or e . Finally,

examining A 3 , one observes that a subject in A3 may only

modify objects in A 3  This corresponds with the access
3*3

righ1ts of the User access class in that a subject in e3

may only modify objects in e 3. Therefore, the Multics

Ring Mechanism Is sufficient to support this policy with

respect to modify access relations.

Next, examining the execute access relations one may

observe that IA 3 md 1A 2  - A 1 % X0. This is just

the inverse of the modify access relations. Taus a subject

in A3 may execute objects in AO  1 , A 2 or A 3  This

corresponds to the access rights of the User access class in

that a subject in e3 may execute objects in e0, e1 , e2 and

e3. Examining A 2, one observes that a subject In A2 may

execute objects in A0 9 A1 or A2  but not in A 3. This

corresponds with the access rights of the Utility access.

class in that a subject in e2 may execute objects in eO , e1

and e2  but not in e3. Examining A1 , one observes that a

subject in A1  may execute objects in A0  or A1  tut not

in A2  or A 3 . This corresponds with the access rints

of the Supervisor access class in tnat a subject in e1 may

execute objects in eo or e 1  but not In e2  or e 3 .

Finally, examining A0 , one observes that a subject in A0

may only execute objects In A0 . This corresponds with the

access rights of the Kernel access class in tnat a subject

in e0  may only execute objects in e0 . Therefore, the
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Multics RinR Mecnanism is sufficient to support tnis policy

with respect to execute access relations.

So one may observe tnat for eacn of the access -odes

(read, modify and execute), the Multics Rine Mechanism is

sufficient to enforce the policy. Therefore, for tnis

assienment, no violations are possible, thus provine that

tne Multics Ring Mecnanlsm is sufficient to support tlis

Prorram Interrity policy.

B. OTHER RING MECHANISMS

The Multics Ring Mechanism is by no means tne only form

of Rine Mechanism. By alterinR tne requirements of the Riln

Brackrets and the need for a Gate Keeper, one can contemplate

adiptin the rine mechanisms to meet other simple

hierarchical policies.

Consider usine the assiwnment shown in fieure 17, but

altering the means of liscrImination among objects such that

the Rine BracKet is a sinRleton (Ri). Followinp tne rules

shown in figure 24, one can adapt tnis ring rrectanism to

enforce the basic National Security policy.

Modify
LKERNEL 1R, MAX1

Observe

Firure 24. Security Rlins.
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Similary, figure 25 snows the rules necessary for tte

same assignment as shown in figure 20 to adapt this ring

mechanism to meet tne basic National Integrity policy.

Observe
t KERNEL R1 MAX'

Modify

Figure 25. Integrity Rings.

To be sure, tnese brief suggestions do not completely

characterize a practical protection mechanism. However, it

appears that ring mechanisms are adaptable for the

enforcement of various simple hierarchical policies.

C. CAPABILITT MECHANISMS

Considerable effort is currently underway to provide

Provably Secure Operating System" based upon the capability

mechanism [30,311. It is important to examine what form of

protection capabilities actually provide.

Capability mecnanisms primarily establisn two dominance

domains that are enforced by this system hardware mecnanism.

One domain consists of capabilities, and the other is

objects that are not capabilities such as segments and

directories. A process tages no note of these dominance

domains, however, because all processes have access to

capabilities as well as other types of objects. So with

respect to a process, the capability mecnanism provides no

inherent partitioning of the system entities at all. In
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fact, In trying To aetermine the structure of dominance

domains for non-capability objects, ote encounters a

veritable spaghetti bowl' of domains, devoid of any

inherent, unifying structure. Thus a capability mechanism is

of itself not sufficient for the enforcement of any

non-discretionary security policy. Enforcement of

non-discretionary security policies (i.e., tnose of prirmary

interest to National Defense) must be accomplished by some

other add-on mechanism.

Thls Is not to say that a capability mechanism is not

useful. For example, the mechanism can protect a security

ternel in much thne same way as rings protect tne Kernel in

the Multics design.

The usefulness of t e assignment technique in validating

the suitability of a protection mechanism to enforce a

security policy has been examined in this se-'tioon. The

validity of the assignment technique Aas teen estabisned.
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VI. CONCLUSION

This research aas explored ttie foundations of

non-discretionary security, discoverinR an effective

metnodology for assessing the sufficiency of a protection

mechanism to enforce a non-discretionary security poli y. By

formalizing the notion of a aomain [6,7J, and using a formal

notion of non-discretionary security [3], the inseparable

nature of protection mecnanismns and security policies has

been established. This section considers some future

directions for research and summarizes the principle

findings of the author.

A. FUTURE DIRECTIONS

Although this author's investigation has provided scme

structure to the complex nature of security, considerable

researcn is still needed. The relationship tetween

protection mechanisms and other operatine systems mectanisms

is not clear. Sucn issues as serializability,

synchronization and distributed processine may add new

dimensions to tne meaning of protection. Fundamental

limitations rewardine implementation details remain unknown.

Additionally, one can consider tne formalization of

policy specifications in Reneral. Can the enforcement of any

policies other than lattice policies be evaluated? Can all
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enforceable policies be represented in some common form sucf

as a lattice?

One of tne most difficult problems in actually enforcing

any security policy is tne maintenance of unique

non-forgeable attributes [6J associated with tne subjects

and objects. A mechanism for maintaininR the uniqueness of

these attributes may be called an isolation mecnanis'"

because it isolates those subjects that may access ttese

attributes from those tnat may not. This does not prevent

sharing of objects but simply provides a means of isolating

these attributes from general unprotected usage. Botn the

capability mecuanism 15,31] and the notion of a zate

(mecnanisi) [9,281 appear to be isolation mecnanisms. A

comprehensive study of this problem is beyond the scope of

this discussion. However, a few observations concerning

isolation noted durine this research are provided.

Tne fundamental principles upon wnich an isolation

mechanism must rely is the notion of a segment (i.e.. an

atomic unit of information storage for which tne access

class is identified) and the tranquillity principle (i.e.,

the notion tnat tne access class for a subject or an object

does not cnange during the course of computations) [171. If

tnese two principles are not enforced, it is not clear now

one may evaluate the enforcement of any non-discretionary

security policy.
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The tranquillity principle does not strictly apply to

processes. In Multics, for example, processes had several

domains of execution. However, since a subject is defined as

a process-domain pair, one might at first suspect tnat a

process executine in multiple domains does not present a

security problem. Tnis is not always the case, particularly

when dealing wita policies that attempt to limit tne

information flow (13J.

When attempting to enforce tne National Security Policy

in a multl-user, multi-process environment, where a process

executes in a sequential fashion (i.e., the process is

serializable) one can do no better tnan to allow a process

to proceed to its "nigh water mark" and t,,en terminate at

that level. Any attempt to revert to a less sensitive access

class will result in a potential compromise. For example,

consider the compromise technique shown in fieure 26.

In this example, a malicious agent utilizes tte feature

of sequential processes and the basic PV syncnronizaticn

mechanism [331 to take the "Info" in Dominance Domain 2 and

copy it into Dominance Domain 1. In order to do so, t e

agent calls procedures placed in the "Hign" domain by

subversion [3], relyine only upon one process (i.e., PROCESS

0 or PROCESS 1) to return, thus providing the information in

binary form to tne "Low" domain. Thus by serialization and

process synchronization alone, tne isolation of the

dominance domains has been compromised.
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p

Dominan~e Domlnapce
Domain 1 ( Low") Domain 2 ( Hipl)

Initial State:

Cop Jill ... r IIIE ...
-Go t It 0

fPointer 0000-1

Execution:

.ROgESS S ("Syncnronizer")
Li: P(1);

GotIt := I;
Pointer :- Pointer +
P(2);
Gotit := 0;
V(3);

GO TO Ll;

P ("Get a Zero")
L2: CALL ZeroProc

IF GotIt = 0, THEN IF Info(Pointer) =
Copy(Pointer) := 0; THEN RETURN;

VWl); Si: IF GotIt - 0,
V(2); THEN GO TO Si;
P(3); RETURN.
GO TO L2;

PROCESS ; ("Get a One")
L3: CALL OneProc OneProc

IF Gotlt = 0, IF Info(Pointer) = 1,
THEN Copy(Pointer) := 1; "HEN RETURN;

V(W); 52: IF GotIt = 0,
V(2); THEN GO TO S2;
POO); RETURN.
GO TO L3;

Final Stat:

[cop 101... Inro| 101 ...

figure 26. Serialization Problem.
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Note tnat were tne processes to act independently in

eacht dominance domain (i.e., processes cre serializable only

witn respect to a given dominance domain or syncnronization

hetween two processes is not possible) tnis compromise could

not occur. In general, tals example snows tnat

synctronization of processes, serialization of processes and

secure computations are fundamentally related in some

fasnion. The exact nature of tnis relationsnip is not clear.

B. RESULTS

The assignment tecnnique nas been snown to be a useful

method for validatine tne sufficiency of a protection

mecnanism to enforce non-discretlonary security policies.

This method provides considerable insilit into tne nature of

access control. One may observe tnat non-discretionary

security is dependent only upon tne dominance domains

establisned by tae systems mecnanisms and tneir associated

permissible access relations. Tne nature of the computation

is of no concern.

Any non-discretionary security policy for wlicn tre

access classes and access relations can be enumerated, can

be enforced in a theoretical sense. Actual implementation,

nowever, is dependent upon tae systems' Isolation mecnanism.

No policy can be enforced, in a practical sense, unless tae

system can maintain unique non-forgeable attributes.
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Protection mecnanisms inherently mirror tne policies

that they enforce. Non-discretionary Security policies form

a lattice of access classes tnat may be mapped to an

isomorphic image of dominance domains, innerently

established by tne protection mecnanism. Since tnis nas ceen

shown, one neel not illustrate separate lattices for both

policy and mechanism. One unified description for both tfte

lattice policy and its image established bY tne protection

mecnanism is sufficient for Reneral systems desien

considerations.

One may also consider approaching tne assignment

technique from tne mechanism point of view. The question

tnen becomes, "Given some general Protection Mecnanism, what

form of policies will it support?" An absolute answer to

this question is, in general, not available. However, one

can make an evaluation for tnose policies that are of

current interest. Thus, the assiRnment tecnnique gives one a

forum In which to consider the usefulness or" protecticn

mechanisms for specific policies of interest.

"Uniform protection mecnanisms," i.e., those mecnanisms

forming lattice structures of dominance domains where tne

access relations between any two antisymmetric dominance

domains are identical, may be represented by linear access

graphs in the same manner as a policy. When the linear

access Rrapn for the policy is similar to the linear access

grapn for the mechanism, one can see that for a carefully
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cnosen assicnment scheme, the protection mecnanism will

enforce the security policy.

One may consider the development of a taxonomy of

uniform protection mechanisms based upon tne nature of the

access control that each enforces. Sucn a taxonomy is beyond

the scope of this discussion, however, the linear access

grapns illustrated througnout tnis text may be nelptul in

initiating suet an effort.

The protection provided by thne Multics Rinp Mechanism

appears to be precisely the issue tnat Wulf, Jones and the

otner designers of the "HYDRA" system were attempting to

understand [181. They introduce their discussion by first

sayinR :

Protection is, in our view, a mecnanism." [18]

Their discussion tnen proceeds to mare tne following

general statement relative to the Multics rings:

Our rejection of nierarclical syste-i
structures and especially ones which employ a
single hierarcnical relation for all aspects of
system interaction, is also, in part, a
consequence of the distinction between protection
and security. A failure to distinguish these
issues coupled with a strict hierarchical
structure leads inevitably to a succession of
increasingly privileged system components, and
ultimately to a most privileged" one, which gain
their privilege exclusively by virtue of their
position in the hierarchy. Such structures are
inherently wrong ..." [181
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Had the assienment tecnnique been available to the

autnors of tae above statement, tney would nave been

afforded a means of expressine their views more precisely

tnan thne ambiguous phrase "innerently wrong . The assignment

technique provides a precise means for clearly formulatinR

sucn an observation anu evaluating its validity. As snown in

section V, and in agreement with Wulfs' statement, the

Multics Ring Mecnanism is "innerently wrong" witn respect to

compromise policies. On the other hand, the Multics Rine

Mechanism Is Just rignt" as a means of enforcing a program

integrity policy or assisting in the enforcement of the

systems hierarchical as well as non-hierarchical security

policies (viz., via Security Kernels).

Additionally, In the same report (181 the auttors mare

the following observation with respect to their overall

design methodology :

Aiong tne major causes of our Inability to
experimert with, and adapt, existing operating
systems is their failure to properly separate
mecnanisms from policy." Cie]

The assifnment technique has shown, however, that

lattice security policies and protection mecnanisms tnat

enforce these policies are inextricablely related.

Recognizing tnis inseparability should provide cons e;--i-ez

Insight Into current efforts in this area.
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Overall, assignment researcn nas provided a matnematical

methodology for unifying the discussion of security related

Issues. One may now properly refer to an access mode as a

realization of an access right, a dominance domain as a

realization of an access class and a protection mecnanism as

a realization of a security policy.
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